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H I G H L I G H T S  G R A P H I C A L  A B S T R A C T  

• Machine learning prediction methods 
can serve as surrogate models and 
perform better than physics-based 
analytical models for predicting ther
mal transport properties. 

• Machine learning optimization algo
rithms can serve as search tools for 
optimal structures of desired thermal 
transport properties, with superior 
effectiveness compared to random 
search or tuning based on intuition. 

• Outstanding challenges and opportu
nities for future developments are iden
tified, including developing machine 
learning methods suitable for small 
datasets, discovering effective physics- 
based descriptors, generating dataset 
from experiments and validating ma
chine learning results with experiments, 
and making breakthroughs via discov
ering new physics.  
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A B S T R A C T   

In recent years, (big) data science has emerged as the “fourth paradigm” in physical science research. Data-driven 
techniques, e.g. machine learning, are advantageous in dealing with problems of high-dimensional features and 
complex mappings between quantities, which are otherwise of great difficulty or huge cost with other scientific 
paradigms. In the past five years or so, there has been a rapid growth of machine learning-assisted research on 
thermal transport. In this perspective, we review the recent progress in the intersection between machine 
learning and thermal transport, where machine learning methods generally serve as surrogate models for pre
dicting the thermal transport properties, or as tools for designing structures for the desired thermal properties 
and exploring thermal transport mechanisms. We provide perspectives about the advantages of machine learning 
methods in comparison to the physics-based methods for studying thermal transport properties. We also discuss 
how to improve the accuracy of predictive analytics and efficiency of structural optimization, to provide guid
ance for better utilizing machine learning-based methods to advance thermal transport research. Finally, we 
identify several outstanding challenges in this active area as well as opportunities for future developments, 
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including developing machine learning methods suitable for small datasets, discovering effective physics-based 
descriptors, generating dataset from experiments and validating machine learning results with experiments, and 
making breakthroughs via discovering new physics.   

1. Introduction 

Thermal transport plays an important role in various applications, 
including thermal management in electronics, waste heat harvesting, 
and thermal insulation [1–4]. Understanding and tailoring the thermal 
transport properties is significant for these applications. However, it is a 
challenging task for two main reasons. First, the physical laws that 
govern thermal transport are quite distinct in different material types 
and at different scales [5,6]. Second, the detailed structures of material, 
from atomic to macroscopic scales, have a significant effect on the 
thermal transport properties, and therefore make the structure-property 
relationship quite complicated [7–9]. 

In the past few decades, significant advances have been made in this 
dynamic research field, mostly driven by physics-based methods [5,6, 
10,11]. For example, advanced simulation methods and computational 
tools have been developed, including first-principles density functional 
theory (DFT) calculation [4,11,12], molecular dynamics (MD) simula
tion [13–15], atomic Green’s function (AGF) [16–19], phonon Boltz
mann transport equation (BTE) [20–23], and the heat diffusion equation 
[24–26]. Various experimental thermal characterization methods have 
also been developed [3,27,28], such as laser flash method [29–31], 
electrical heating methods [32–34], 3ω methods [35–37], Raman mi
croscopy [38–40], the transient thermoreflectance technique in 
time-domain [41,42] and frequency-domain [42,43] analysis. Recently, 
the (big) data science started to attract attention from the physical sci
ence area and emerged as the “fourth paradigm for scientific research” 
[44]. The data-driven scheme bypasses the physics and thus has no 
special preference for the specific physical problems and source of the 
data [44]. Therefore, it can possibly complement the first three para
digms, i.e., theory, experiment, and simulation [44]. Moreover, it is 
quite suitable to solve problems of high-dimensional features and 
complex mappings between quantities, which is of great difficulty or 
huge cost for other paradigms [44]. Owing to this advantage, 
data-driven techniques, e.g. machine learning methods, have been 
applied to materials science and expedite the understanding, selection, 
and design of materials [45–49]. For the thermal science community, 
with the developments of computational and experimental methods, a 
large amount of data has gradually accumulated and can also facilitate 
the application of data-driven methods to assist the study of thermal 
transport properties. In the past five years or so, there has been an 
outbreak of machine learning-assisted research in thermal science. For 
example, machine learning methods can serve as surrogate models for 
predicting the thermal transport properties [50–52], or as tools for 
designing structures for the desired thermal properties and exploring 
thermal transport mechanisms [53–56]. 

In this perspective, we draw attention to the recent progress on 
machine learning-assisted studies of thermal transport properties. We 
note that there are already some existing review papers in this area, 
focusing on different aspects of machine-learning applications in the 
thermal science area. For example, Ju et al. surveyed the studies on 
exploration and nanostructure design of materials with high/low ther
mal conductivity/conductance with machine learning-based methods 
[57]. Wan et al. covered the latest machine learning applications for 
properties prediction and materials discovery in thermal transport [58]. 
Zhang et al. reviewed the use of machine learning for screening of 
thermal conductivity and interfacial thermal conductance [59]. Herein, 
we provide our perspectives about the advantages of machine learning 
methods in comparison to the physics-based methods and how to 
improve the accuracy of prediction models and the efficiency of struc
tural optimization, with the purpose of better utilizing machine 

learning-based methods to advance the thermal transport research. We 
only elaborate on some illustrative examples rather than covering the 
entire scope. The remainder of this paper is structured as follows. In 
Section 2, we begin by introducing the principles of machine learning for 
the prediction and optimization of thermal transport properties. In 
Section 3, we discuss the key applications of predictive analytics and 
structural optimization, separately. In Section 4, we comment on the 
challenges and opportunities in this emerging interdisciplinary research 
area. 

2. Principles of machine learning 

Prediction is defined as establishing a predictive model between the 
output and input, which usually involves three steps [53,60–63]. The 
first step is the acquisition of the dataset, which consists of the target 
property of interest. The dataset can be obtained from experiments, 
numerical simulations, published data. There are also existing material 
databases [64], such as Materials Project [65], AFLOW [66], Inorganic 
Crystal Structure Database [67], Open Quantum Materials Database 
[68], and Polymer database [69]. In these databases, various material 
properties are collected, such as formation enthalpy, bandgaps, and 
modulus. However, the data of thermal transport properties is limited. 
The second step is identifying a set of quantities describing the charac
teristics of the target system that are strongly correlated with the 
property of interest. These quantities are often called descriptors [70]. 
Selected descriptors preferably fulfill several requirements [45,70]: (a) 
unique: all the systems should have exactly one representation; (b) 
descriptive: systems that are very different (similar) should be charac
terized by very different (similar) descriptor values; (c) complete: a 
‘‘complete” representation should provide enough information to suffi
ciently differentiate systems; (d) simple: the determination of the 
descriptor should be fast and must not involve calculations as intensive 
as those needed for the evaluation of the property to be predicted [45, 
70]. The third step is applying the machine learning methods to discover 
the underlying relationship between descriptors and the target property. 
Two types of machine learning methods are usually adopted [71]. One is 
the conventional machine learning method that is required to manually 
select the descriptors based on understanding and expertise of the 
problem [71]. The other is the deep learning method that can auto
matically extract features of the system, and analyze the information 
from the raw data. This type of method is advantageous for learning 
problems in which the input is a structural image or matrix [71]. Both 
conventional machine learning and deep learning have two categories of 
learning methodology, which are supervised and unsupervised learning 
[72]. The supervised learning approach is used to solve regression and 
classification problems, while the unsupervised learning approach is 
used for deciding association and clustering problems [72,73]. Most 
prediction problems of thermal transport study are regression and target 
thermal transport properties are continuous. Thus, supervised regres
sion methods are commonly used. Typical conventional machine 
learning methods include linear regression [62,74], support vector 
regression [51,61], Gaussian process regression [52,61,75,76], random 
forest regression [62,74,77,78], kernel ridge regression [51], eXtreme 
Gradient Boosting [51], artificial neutral network [53,60,62,77]. Pop
ular deep learning methods include convolutional neural networks [75, 
79], and generative adversarial networks [80,81]. The schematic of the 
prediction process is shown in Fig. 1a. Usually, the dataset is divided 
into training, validation, and test sets [82]. The model is initially learned 
on a training set and further tuned by examining the validation set. For 
simplification, the training set and validation set are collectively 
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referred to as training data in Fig. 1a. The test set that is unseen in the 
training process is to test the prediction accuracy of the trained model. 
The prediction errors can be evaluated by some metrics, such as mean 
absolute error, root mean squared error, and determination coefficient 
(R2) [58]. 

Optimization means selecting the desired element from a set of 
available alternatives under a specified criterion [83]. There are four 
essential ingredients in optimization: objective function, descriptor, 
evaluator of the objective function, and an optimization algorithm [64, 
84]. Firstly, the optimization problem needs to be clearly defined with a 
specific objective function under certain constraints [84]. Generally, the 
objective function is to minimize or maximize the target property [58]. 
Then, the descriptors that are appropriate to describe the design system 
should be determined. For example, in structural optimization, digital 
representations of the structures are mostly adopted as descriptors that 
are often encoded as an N-bit array, where each bit represents the value 
of a degree of freedom [56,85]. Next, the optimization process is carried 
out with certain optimization algorithms to find out the optimal solu
tion. During optimization, the properties of selected candidates are 
evaluated to formulate the objective function, usually by the corre
sponding physics-based methods. For structural optimization, the de
gree of freedom of structure is usually large, for which the iterative 
optimization methods are more useful than direct methods [83]. In 
addition, randomness often presents in the iterative search procedure 
and thus stochastic optimization algorithms are more preferable [83], 
such as simulated annealing [86], particle swarm optimization [87], 
evolutionary algorithms [88], genetic algorithms [89], Bayesian opti
mization [90], Monte Carlo tree search [91] Fig. 1.b shows the sche
matic of the iterative optimization process. Firstly, the initial generation 
is produced by random selection from the design space. The target 
properties are evaluated and the values of the objective function are 
obtained. Then the optimization algorithm is applied to identify the new 
generation that may meet the expectations of optimization. This step 
will carry out iteratively until the optimal element is found or a certain 
criterion is satisfied, e.g. the best individual in each generation does not 
change over serval generations. With an optimization algorithm, one 
can efficiently search the desired properties instead of tedious trial and 
error. 

3. Recent progress 

Next, we introduce the recent progress of applying machine learning 
methods to study the thermal transport properties from the aspects of 
prediction and optimization. 

3.1. Predictive analytics 

In this section, we first introduce the recent advances in applications 
of machine learning to predict thermal properties. In particular, we 
demonstrate the advantage of machine learning in building surrogate 

models compared to physics-based analytical models. Then, we discuss 
the determining factors on the prediction accuracy of machine learning 
models. After that, two applications of machine learning surrogate 
models—high-throughput screening and machine learning potential, are 
covered. 

3.1.1. Prediction as a surrogate model 
Machine learning methods extract the relationships between the 

thermal transport properties and materials characteristics, such as 
elemental information, structural features, or other material properties 
[57,58,82]. Properly-trained machine learning models should possess 
comparable predicting accuracy of the methods used to generate data. 
For instance, if the training data is from numerical simulations, the 
machine learning prediction should be as accurate as the corresponding 
numerical results. Moreover, the machine learning prediction models 
can be regarded as semi-analytical models, which is advantageous over 
numerical simulation (solving physics-based equations) and experiment 
in that they can provide a fast prediction [75]. A properly-trained ma
chine learning model should achieve higher predicting accuracy 
compared to the existing physics-based analytical model. In other 
words, if a machine learning model is developed, it is necessary to show 
this model has better accuracy than existing physics-based analytical 
models, as has been done in literature [50,61,75,92]. 

There have been quite some recent works that use machine learning 
methods to predict thermal conductivity, including lattice thermal 
conductivity and effective thermal conductivity. For example, Juneja 
et al. built a Gaussian process regression model to predict the lattice 
thermal conductivity of compounds based on a dataset of 120 pieces of 
data collected from Materials Project [66], of which the lattice thermal 
conductivity was obtained from first-principles DFT calculations [50] 
Fig. 2.a and Fig. 2b show the comparison between DFT calculations and 
predictions from the physics-based Slack model and machine 
learning-based Gaussian process regression model, respectively. The 
Slack model severely overestimates for all the compounds, while the 
predicted lattice thermal conductivities by Gaussian process regression 
agree very well with the calculated first-principles values. The Gaussian 
process regression model outperforms the physics-based Slack model by 
1 order of magnitude in terms of accuracy [50]. Zhu et al. applied kernel 
ridge regression, artificial neutral network, and convolutional neural 
network to predict the lattice thermal conductivity of the single-chain 
polymer directly from the molecular structures based on around 300 
pieces of data established by non-equilibrium molecular dynamics 
(NEMD) simulation [79]. The trained models present high prediction 
accuracy, among which the convolutional neural network shows the 
best performance with a mean absolute error of 5.20 W/mK, RMSE of 
6.83 W/mK. Chen et al. built a Gaussian process regression model to 
predict the lattice thermal conductivity of inorganic materials using a 
dataset of 100 experimental data [52]. The accuracy of the Gaussian 
process regression model is comparable to previous semi-empirical 
models using descriptors that are more easily and rapidly accessible 

Fig. 1. The framework of applying machine learning approaches for (a) prediction and (b) optimization purposes. In the prediction process, the training data is first 
fed into machine learning algorithms to learn the relationship between descriptors and target properties. Then the model can be used to predict the test data that are 
unseen in the training process. In the optimization process, initial generation is firstly produced by certain criteria, e.g. random selection, and the corresponding 
properties are evaluated by physics-based methods. The machine learning optimization algorithm is then implemented to select the best individuals that are closest to 
the expectations of optimization to form the next generation. The searching process will carry out iteratively until the optimal solution is obtained. 
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[52]. These works generally develop machine learning models to 
establish the linkage between atomic features and lattice thermal con
ductivity. On the other hand, there are also efforts to link microscopic 
structure features with the effective thermal conductivity of heteroge
neous materials. Wei et al. trained support vector regression, Gaussian 
process regression, convolutional neural network models to predict the 
effective thermal conductivity of two-dimensional composite materials 
and porous media based on around 1000 training data by lattice 
Boltzmann method [75]. All three machine learning models are more 
accurate than the physics-based effective medium theory models Fig. 2.c 
presents the prediction errors of convolutional neural network and 
physics-based effective medium theory models. The root mean absolute 
error of convolutional neural network is only 1.9%, which is smaller 

than that of effective medium theory models (7.3% for the 
Maxwell-Eucken model and 18.3% for the Bruggeman model). Rong 
et al. used a two-dimensional convolutional neural network to predict 
the effective thermal conductivity of three-dimensional composites with 
the input of two-dimensional cross-section images based on a training 
dataset of 2000 data obtained by the finite element method [92]. The 
prediction results of the convolutional neural network model agree quite 
well with the simulated values, and the accuracy is superior to three 
commonly used effective medium theory models. 

Machine learning methods have also been used to predict other 
thermal transport properties, such as interfacial thermal resistance [61, 
62]. For instance, Yang et al. tried five machine learning models, 
including linear regression, polynomial regression, decision tree, 

Fig. 2.. Application of machine learning methods to predict the thermal transport properties. (a) The comparison between DFT-calculated log-scaled lattice thermal 
conductivity(κ) vs Slack model-predicted ones [50]. The Slack model severely overestimates all the compounds. (b) The comparison between DFT-calculated 
log-scaled lattice thermal conductivity vs machine learning (ML) model-predicted ones [50]. The predicted lattice thermal conductivities by Gaussian process 
regression (GPR) agree very well with the calculated first-principles values. (c) The prediction errors of machine learning-based convolutional neural network (CNN) 
model and physics-based effective medium theory models [75]. The prediction errors of the CNN model are much smaller than the physics-based effective medium 
theory models. (d) The comparison between benchmark experimental data and predictions from the physics-based diffuse mismatch (DMM) model [61]. (e) The 
comparison between benchmark experimental data and predictions from machine learning-based generalized linear regression (GLR) model [61]. (f) The comparison 
between benchmark experimental data and predictions from machine learning-based GPR model [61]. (g) Prediction accuracy for GPR and GPR-RFE models trained 
using different train set sizes. RFE means recursive feature elimination, which is a descriptor dimension reduction technique, used to eliminate the irrelevant features 
from the total descriptor list [52]. The errors of GPR-RFE are lower than the GPR models, indicating that the dimensionality reduction step can improve model 
performance with lower prediction errors. (h) The test errors of artificial neural networks (ANN) with different architectures [79]. The performance of ANN of 12 
fully connected layers is better than the network of 8 and 10 fully connected layers. (i) The test errors of CNN with different architectures [79]. The CNN model of 2 
convolutional layers is better than that of 1 and 3 convolutional layers. 
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random forest, artificial neutral network, to predict the interfacial 
thermal resistance between graphene and hexagonal boron–nitride with 
the total data size of 1650 calculated by MD simulations [62]. A small 
mean square error of 0.045 × 10− 7Km2W− 1 is obtained compared to the 
true values. Zhan et al. trained generalized linear regression, support 
vector regression, and Gaussian process regression to predict the ther
mal boundary resistance of interfaces based on 876 experimental data 
collected from 62 published papers [61]. Fig. 2d, e, and f show the 
comparison between benchmark experimental data and physics-based 
diffuse mismatch model, machine learning-based generalized linear 
regression, and Gaussian process regression models, respectively. The 
prediction coefficient R2 of diffuse mismatch model, generalized linear 
regression, and Gaussian process regression are 0.62, 0.81, and 0.92, 
respectively, which demonstrates the higher predictive accuracy of 
machine learning models than the physics-based models. 

3.1.2. Prediction accuracy 
For predictive analytics, achieving the high accuracy of a prediction 

model with limited training data is highly desired. The prediction ac
curacy relies on the three key aspects: dataset, descriptors, and machine 
learning algorithms [57,58,82]. To achieve high accuracy, researchers 
should pay attention to the collection of the dataset, the selection of 
representative descriptors, and the machine learning algorithms that are 
suitable for the size of the available data and the dimensionality of 
descriptors. 

The dataset is the cornerstone of data-driven study. The size of the 
dataset plays an important role in the success of machine learning [82, 
93]. Using more training data generally indicates that more information 
is included, and therefore results in improved accuracy and the gener
alization performance of the machine learning prediction [52,75,92,94]. 
For example, in Ref. [92], the authors used a convolutional neural 
network to predict the effective thermal conductivity of composites 
based on a training dataset of 2000 data obtained by numerical simu
lations. The mean absolute error and root mean square error of the test 
set decreased from 5.3% to 3.5% and 6.5% to 4.2%, respectively when 
the training data size increased from 200 to 2000. Although it is desir
able to collect more training data, it is at an expense of large-scale ex
periments or numerical simulations [95–97]. In the thermal transport 
property area, the size of available data is still much smaller than in 
some other fields, such as material science. Therefore, it is more 
important to choose appropriate descriptors and machine learning al
gorithms to avoid large errors and overfitting. 

In most studies, depending on the target application, the possible 
descriptors are firstly gathered based on physical understanding in 
literature. Then, the descriptors that are strongly correlated with the 
target properties are selected. Furthermore, the descriptors may be 
interrelated, and the redundant ones can be removed from the list. For 
example, in Ref. [61], twelve descriptors of determining the thermal 
boundary resistance are collected in total. Six of them were selected as 
“reliable” descriptors because they are easily collected from references 
and the provided values are more reliable. The predictions using all 
collected descriptors and the “reliable” descriptors have similar pre
dictive accuracy, which is attributed to the physical correlation of the 
descriptors in the complete set. In Ref. [52], the authors applied the 
Gaussian process regression model to predict the lattice thermal con
ductivity of inorganic materials using a dataset of 100 experimental 
data. The strategy of recursive feature elimination was performed to 
eliminate the irrelevant features in the initial 63-dimensional feature 
vector and refine the descriptor list Fig. 2.g presents the prediction er
rors of Gaussian process regression models with the complete set of 
descriptors and refined set of descriptors by recursive feature elimina
tion on the training and test set. The results show that the dimensionality 
reduction step improves model performance with lower test errors. In 
principle, the descriptor list should follow the requirements of being 
unique, descriptive, complete, and simple [45,70], as mentioned in 
Section 2. 

With the same descriptors, the prediction accuracies of different 
machine learning algorithms could be different. For example, in Ref 
[62]., five machine learning models: linear regression, polynomial 
regression, decision tree, random forest, and artificial neutral network 
have been tried. The decision tree, random forest, and artificial neutral 
network are more accurate than the other two methods. In Ref. [61], the 
authors tried three machine learning methods and discovered that the 
accuracy of the Gaussian process regression model is higher than the 
generalized linear regression model (as seen in Fig. 2e and f). The per
formance of the algorithms heavily depends on the nature of the prob
lems, including the type and dimensionality of descriptors, the size of 
the dataset, and the setup of hyper-parameters [98]. Therefore, deter
mining which algorithm to use is case-dependent. It is difficult or even 
impossible to tell which algorithm will perform the best a priori. Re
searchers usually try several different machine learning algorithms and 
then select the best one as the final predictive model. Generally, for 
small datasets, simple models have fair performances. For big datasets 
with the high dimensionality of descriptors, complex models perform 
better [82]. However, it is still recommended to start with simple models 
before trying complex models. Complex models (i.e. with many pa
rameters) can achieve high prediction accuracy because they can iden
tify more hidden patterns of the input. However, too many parameters 
may lead to overfitting, which is detrimental to the prediction perfor
mance [82,99,100]. For example, in Ref. [79], the authors used kernel 
ridge regression, artificial neutral network, and convolutional neural 
network to predict the lattice thermal conductivity of the single-chain 
polymer Fig. 2.h and i present the test errors of different architectures 
of artificial neutral networks, and convolutional neural network, 
respectively. The number before “FC” and “conv” indicates the number 
of layers in the models. It shows that the performance of artificial neutral 
network of 12 fully connected layers is better than the network of 8 and 
10 fully connected layers (Fig. 2h). Whereas, the convolutional neural 
network model of 2 convolutional layers is better than that of 1 and 3 
convolutional layers (Fig. 2i). We suggest starting with basic algorithms 
to build a baseline model like linear regression [101], logistic regression 
[102], and linear support vector regression [103]. If large errors are 
obtained, more complex algorithms could be tried, such as kernel sup
port vector regression [103], and neural networks [104]. Besides the 
accuracy, it is also necessary to consider the ease of implementation, 
interpretability of results, available time and cost, etc. In a word, 
selecting which algorithm depends on the objective of the problem. 
There is no single algorithm that works well for all problems. 

3.1.3. Applications of the machine learning surrogate model 
Many existing works demonstrate that machine learning predictive 

models can have a fast and accurate prediction of thermal transport 
properties. However, it is necessary to further explore how to better use 
the surrogate models to address major challenges that are inaccessible 
by previous physics-based approaches. To date, we believe there are two 
applications, in which machine learning surrogate models significantly 
outperform traditional methods. One is to couple with high-throughput 
techniques for screening the desired thermal transport properties 
[105–111]. The other is to establish machine learning interatomic po
tentials, which fills the gap between the first-principles MD and 
empirical-potential-based MD simulations [112–118]. 

High-throughput screening is to exhaust all possible material can
didates in the design space and select the best one [111]. The pool of 
materials is usually too many for the first-principle prediction of thermal 
transport property due to the computational cost. Previously, analytical 
physics-based models like the Slack model are applied for accelerating 
the screening, but the prediction accuracy is usually low [78,119]. 
Machine learning models can be constructed as the surrogate of 
first-principle calculations to aid high-throughput prediction and 
screening of thermal transport properties with good accuracy. For 
example, Wang et al. trained an XGBoost model with structural and 
compositional descriptors to predict the lattice thermal conductivity of 
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crystalline materials [51]. They employed the learned surrogate ma
chine learning model on the materials in the entire Inorganic Crystal
lographic Structure Database and identified that the heavy elements like 
Cs, Au, Hg, Tl, and Pb are helpful to reduce thermal conductivity. They 
further screened crystalline materials with low thermal conductivity 
such as BiTe2Tl and Cl2CsI and validated using first-principles calcula
tions [51]. More illustrative examples of high-throughput screening 
combined with machine learning to search for extreme thermal con
ductivity are summarized in a previous review paper [57]. With the 
adaptation of the machine learning algorithms, more new materials with 
excellent thermal transport properties are identified. They are generally 
based on numerical calculations. Material fabrication and experimental 
measurement are further needed to validate the results of 
high-throughput screening. 

Another application is the machine learning potential. As MD 
simulation is probably the only effective approach to modeling complex 
crystals, disordered solids, it has been widely used for modeling thermal 
transport processes [11]. First-principles-based MD simulations have 
high accuracy but the computational cost is extremely large, limiting the 
simulation to ~100 atoms and ~10 ps [120]. In contrast, empirical 
potential-based MD simulations can simulate up to ~106 atoms and 
~1000 ns [121]. However, the accuracy is limited by empirical inter
atomic potentials. Because the ab-initio potential energy surface in the 
atomic configurational space is high-dimensional, it cannot be accu
rately fit by simple functional forms that are manually assigned based on 
the pre-knowledge of the interatomic bonding nature. Hence, improving 
the accuracy of empirical interatomic potential is of great difficulty [82, 
122,123]. On the contrary, machine learning potential can flexibly fit 
the ab-initio potential energy surface in a data-driven manner, without 
the need to assign specific functional forms beforehand [82,122,123]. 
Therefore, the machine learning potential is an appropriate choice to fill 
the gap between the first-principles calculations and MD simulations for 
modeling thermal transport. In the past five years, machine learning 
potentials have been successfully developed and employed to model the 
thermal properties of crystalline [124], amorphous materials [112,116], 
alloys [125,126], heterogeneous structures [127], and various 2D ma
terials, such as graphene [117], silicene [114]. Widely-used machine 
learning potential frameworks include neural network potentials [128], 
Gaussian approximation potentials [129], and spectral neighbor anal
ysis potential [130]. The training data come from first-principles DFT 
calculations. It has been shown the thermal properties, such as phonon 
dispersion relation, scattering rate, Grüneisen parameter, thermal 
expansion coefficient, and total thermal conductivity that are calculated 
from the machine learning potential are very close to the first-principle 
calculations [114,115,131,132]. We hope that in the future, more ma
chine learning potentials can be integrated into popular MD simulation 
packages (such as LAMMPS [133] and GPUMD [134]). This will greatly 
promote thermal transport research. 

3.2. Optimization and design 

In addition to prediction analytics, another important category of 
machine learning application in thermal transport study is structural 
optimization. In this section, we first introduce applications of optimi
zation methods to search for the optimal structure with the desirable 
thermal transport property. In particular, we present the superior 
effectiveness of optimization algorithms compared to the previously 
used random search or intuitive designs. Then, we discuss the strategies 
for improving optimization efficiency. Finally, we illustrate the impor
tant role of optimization in discovering new patterns and the underlying 
physics. 

3.2.1. Optimization as a search tool 
In order to obtain desired thermal transport properties, the design 

and optimization of material structures are often carried out [135–138]. 
In structural optimization, the studied system usually has a large amount 

of degree of freedom, which results in an extremely large design space 
[135–138]. A thorough search in the space is usually prohibitive and 
inefficient. In the contrast, machine learning optimization algorithms 
are advantageous at learning the complex functions between quantities 
and can thus efficiently search the design space under the guidance of 
the learned functions [139,140]. 

Nanostructures possess large degrees of freedom for the structural 
design [141–143] and new physical mechanisms behind, especially the 
ballistic transport effect and wave effect, compared to the macroscopic 
thermal transport [11,27,144]. Therefore, structural design of nanoscale 
thermal transport has attracted considerable interest, such as 
atomic-interface [55], alloys [54,145], and thermal metamaterials [56, 
85,146–153], e.g., superlattice [56,85,150], pillared nanoribbon [151], 
and nanomesh [152,153]. In 2017, Ju et al. developed a method 
combining AGF simulations and Bayesian optimization for optimization 
of thermal conductance across atomic interfaces [55]. It is an early 
demonstration of machine learning-assisted design of nanoscale thermal 
transport Fig. 3.a shows the workflow of the optimization scheme 
combing the AGF simulations and Bayesian optimization. This optimi
zation scheme can identify the optimal structures from calculations of 
only a few percent of all candidates [55]. They optimized the interfaces 
for the maximum thermal conductance between Si and Ge. The opti
mized structures are shown in Fig. 3b. For the maximum thermal 
conductance, the optimal structure is composed of a continuous path of 
Si or Ge atoms, which is consistent with the physical intuition. For the 
minimum thermal conductance, the structure is composed of a random 
arrangement of layers, which results from the best balance between 
wave interference and interfacial scattering effects. Interestingly, the 
resulted random structure from machine learning is consistent with 
earlier intuition-driven proposal of using random layers to localize 
phonons and reduce thermal conductivity [154]. Dieb et al. also adopted 
the Monte Carlo tree to optimize the conductance of interfaces with 
more atoms [155]. Subsequently, the optimization of thermal conduc
tivity (conductance) by designing the atomic configuration of alloys, 
superlattice, and nanoribbons with nanopillars has been demonstrated. 
For example, Yan et al. combined the Bayesian optimization with a 
high-throughput thermal conductivity calculation to search for the 
lowest thermal conductivity atomic configuration of SiGe alloy [145]. It 
was found that layered structures are most beneficial for reducing the 
thermal conductivity among all atomic configurations, caused by the 
flattening of the phonon dispersion curve and the filtering effect of 
alternate Si/Ge layers. Chowdhury et al. cooperated genetic algorithm 
with MD simulations to identify the structure of random multiple layers 
composed of Si and Ge with the minimum thermal conductivity [56] 
Fig. 3.c presents the schematic of the genetic algorithm-based optimi
zation method for optimizing the thermal conductivity of Si/Ge super
lattice and the optimization results are shown in Fig. 3d. The 
intuition-based manual search yields only a local minimum, while a 
genetic algorithm-based approach can efficiently identify the globally 
minimum thermal conductivity by only exploring a small fraction of the 
design space. Hu et al. performed Bayesian optimization to minimize 
coherent phonon heat conduction in aperiodic GaAs/AlAs superlattices 
quantified by AGF simulations [85]. They further fabricated the optimal 
superlattice structure according to the optimization results. The exper
imentally measured thermal conductivity agrees well with the full 
coherent calculations, which are significantly smaller than the conven
tional periodic superlattice [85]. In their later work, they proposed a 
pattern analysis method, through which the optimal structure of 
multivariable optimization can be effectively obtained [156]. They first 
demonstrated the effectiveness of this method with 1D atomic chains 
and then validated it with 3D superlattices. It was found that the thermal 
conductance of optimal aperiodic structure obtained by the pattern 
analysis method is close to the optimization result of Monte Carlo tree 
search [156]. Wan et al. also adopted the strategy of AGF simulation 
combining Bayesian optimization to minimize the thermal conductance 
across graphene nanoribbon by designing nanopillared nanostructures 
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[151]. It is observed that thermal conductance decreases 
non-monotonically with the increasing nanopillars, due to the 
competing effects of resonant hybridization and phonon coherence. 
Previous studies have concluded that the disordered structures lead to 
lower thermal conductivity than periodic counterparts, due to phonon 
Anderson localization [157–160]. These studies of machine 
learning-assisted material design further explore the lower limit of 
thermal conductivity (conductance) [56,85,152]. However, Wei et al. 
challenged this accepted knowledge by searching for exceptions [153]. 
They designed a “two-step” search protocol coupled with a genetic al
gorithm to search for disordered nanoporous structures with a higher 
thermal conductivity than the periodic ones [153]. The manual search is 
expensive and unsuccessful. On the contrary, with much fewer compu
tational costs, the genetic algorithm enabled method successfully 
searches out disordered structures with higher thermal conductivity. 
More recently, Chowdhury et al. discovered an unexpected lattice 
thermal conductivity enhancement in aperiodic superlattices as 
compared to periodic superlattices by an adaptive search with a 
CNN-based prediction method [150]. They found that the CNN-based 
search process can successfully identify the enhancement within two 
iterations of the search utilizing 200 CPU hours. In contrast, the manual 
random search fails even after double the simulation hours spent. 
Although the GA search can identify reasonably high thermal conduc
tivity, but still not exceed the reference superlattice thermal conduc
tivity. These works open a scheme of performing optimizations in the 
counterintuitive space, and potentially obtain unexpected outcomes and 
uncover the associated new physics. 

Some studies carried out multifunctional optimization of the ther
moelectric figure of merit. For example, Masaki et al. carried out 
structural optimization in porous graphene nanoribbon to achieve high 
thermoelectric performance combing Green’s function method and 
Bayesian optimization [161]. The efficiency of multifunctional struc
tural optimization is five times higher than that achieved by random 
search. The optimized thermoelectric figure of merit was found to be up 
to 11 times of the pristine graphene nanoribbon. Cui et al. also utilized 
Bayesian optimization with Green’s function method to search for the 
optimal thermoelectric conversion efficiency of defect -graphyne 
nanoribbons [162]. The efficiency of Bayesian optimization is signifi
cantly higher than that of random optimization. Even in the worst round 
of optimization, the optimal defect -graphyne nanoribbon could be 
efficiently searched out by only calculating 4.35% of all structure can
didates. The thermoelectric figure of merit of the optimal defect 
-graphyne nanoribbon (length and width are 11.846 nm and 1.453 nm) 
is as high as 2.315, which is 5 times that of the pristine -graphyne 
nanoribbon. The structure design for radiative properties has also been 
investigated. 

In addition to the thermal conductivity (conductance), and 

thermoelectric performance, the optimization of radiative properties has 
also been performed. For example,Sakurai et al. designed an 
ultranarrow-band wavelength selective thermal radiator combining the 
Bayesian optimization and thermal electromagnetic field calculation 
[163]. The resulting metamaterial is an aperiodic multilayered meta
material exhibiting a Q-factor of 188, which is significantly higher than 
those of structures empirically designed and fabricated in the past. Guo 
et al. combined the rigorous coupled wave analysis and Bayesian opti
mization to design thermal photonic structures for radiative cooling 
applications [164]. Bayesian optimization method can identify the 
optimal structure by calculating less than 50 candidates out of 19,683 
candidates, while 4500 were needed for a random search. The optimal 
structure turns out to consist of only Si and SiO2 (Fig. 3h) and shows 
spectral selectivity which exactly matches the atmospheric window 
(Fig. 3i). Hu et al. implemented the Monte Carlo tree search algorithm to 
maximize the power density and system efficiency of a thermophoto
voltaic system by optimizing Tamm emitter structures. Through opti
mization, the non-trial aperiodic Tamm emitters are obtained and the 
metal-side one is preferable in terms of the TPV performance [165]. 
They also optimized the Tamm emitters at the infrared range for 
achieving a high Q-factor and high emissivity simultaneously with 
Monte Carlo tree search. The optimal structure with a Q-factor of 508 
and an emissivity peak of 0.92 at 4.225 µm is obtained [166]. 

3.2.2. Optimization efficiency 
In optimization problems, the systems for design usually possess a 

large degree of freedom. The optimization problem is thus usually high- 
dimensional. In this case, the advanced optimization algorithms are 
more efficient in searching the optimal structure with desired thermal 
transport properties than random search or tuning based on physical 
intuition. On the other hand, the computational or experimental cost is 
relatively large so that the amount of available data is limited. As such, 
the number of candidates that can be considered is limited and thus the 
efficiency of optimization is important [58]. However, current structural 
optimization with efficient optimization algorithms still suffers from the 
large computational cost caused by numerical simulations in evaluating 
the thermal transport properties of candidates and the computations in 
optimization itself. To improve the efficiency of the whole optimization 
process, one way is to maximize the efficiency of the optimization al
gorithm itself. In principle, the complexity of the problem, e.g. the de
grees of freedom and the total number of candidates, has a great impact 
on the performance of a certain algorithm [57]. For example, the 
Bayesian optimization is extremely effective when the total number of 
candidates is on the order of several hundred thousand [64,165,167]. 
When the total number of candidates is much larger or even infinite, the 
Bayesian optimization becomes less efficient [64,165,167]. Besides, the 
efficiency also depends on the details of the algorithm, such as the 

Fig. 3. Application of machine learning methods to optimize the structures for desired thermal transport studies. (a) Schematics of the optimization scheme combing 
the atomistic Green function and Bayesian optimization [55]. (b) Optimal structures with the maximum and minimum interfacial thermal conductance (ITC) for Si-Si 
and Si-Ge interface [55]. (c) Schematic of the genetic algorithm-based optimization method for optimizing the thermal conductivity of Si/Ge superlattice [56]. (d) 
Variation of thermal conductivity with average period length [56]. Random multiple layer structures obtained using manual intuition-based optimization are denoted 
by diamonds and random multiple layer structures obtained using machine-learning-based optimization are denoted by filled circles. The dashed purple line marks 
the random alloy limit. (e) The workflow of the two-step search process [153]. BTE simulation is demonstrated for pre-screening and then NEMD simulation is 
performed to validate the optimal configuration discovered by genetic algorithm. (f) The comparison of optimization output and the overall time cost between the 
genetic algorithm enabled search method and manual search method. 2 successful and 21 unsuccessful cases are distinguished using magenta and green colors [153]. 
(g) The magnitude of BTE computed heat flux in four typical nanoporous configurations: periodic configuration, two configurations with the highest thermal 
conductivity obtained from genetic algorithm enabled two-step search, and also the configuration with lowest thermal conductivity. The corresponding BTE 
simulated thermal conductivities are shown below the structures [153]. (h) Optimized structure of the thermal photonic emitter for radiative cooling with three 
material candidates (Al2O3, Si, and SiO2) [164]. The optimal structure turned out to consist of only Si and SiO2. (i) Emittance of the optimal structure. The green 
rectangular line denotes the ideal selective emittance [164]. (j) Schematic of the search algorithm based on the CNN model. 100 structures are randomly selected 
from the pool of all candidate structures and their thermal conductivity is computed by MD simulations. The CNN model is trained as the first generation surrogate 
prediction model. Then the CNN model is used to predict the thermal conductivity of all remaining structures and select new 100 structures with the lowest thermal 
conductivity. The true thermal conductivities for these 100 new structures are calculated from MD simulations and this data is added into the training set, which is 
used to train the next generation CNN model [152]. The CNN surrogate prediction model is updated iteratively like this until the optimal solution is obtained. (k) The 
average thermal conductivity of top 100 structures in each generation during the inverse design optimized by search scheme based on the CNN model and random 
search [152]. 
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selection of descriptors, the number of candidates considered in each 
iteration, and the hyper-parameters in the algorithm [89,90]. For 
instance, binary flag values, coulomb matrix, and mass matrix de
scriptors are more efficient than the eigenvalue descriptors to optimize 
superlattice structures for minimum thermal conductance [64]. There
fore, the efficiency of a specific algorithm is case-sensitive. Even though, 
it is recommended to select the algorithms based on the complexity of 
optimization problems and have a careful examination of the selection 
of those determining factors. 

Another different approach is to reduce the cost of evaluating the 
properties of candidates. One strategy is to optimize hierarchically, i.e., 
first pre-screening with a crude estimator and then validated by the 
accurate one. For example, in Ref. [153], the authors proposed a hier
archical “two-step” search protocol to optimize the thermal conductivity 
of nanoporous graphene Fig. 3.e shows the two-step search process, in 
which the gray phonon BTE simulation is used to compute the thermal 
conductivities of candidates as a substitute for computational expensive 
NEMD simulations. After pre-screening by a genetic algorithm based on 
BTE, NEMD simulations are applied to validate the optimized configu
ration Fig. 3.f presents the comparison of optimization output and the 
overall time cost between the genetic algorithm-enabled search method 
and the manual search method. The manual search is shown to be 
expensive (spent 67,200 core hours) and unsuccessful. Whereas in ge
netic algorithm enabled search, unexpected thermal conductivity 
enhancement was successfully discovered in certain structures with 
random pores, at a fraction of the computational cost of the manual 
search. Another strategy is to build a prediction surrogate model to 
replace the computational expensive numerical simulations. For 
example, Wan et al. proposed an inverse design scheme based on a 
convolutional neural network prediction model to minimize the thermal 
conductivity of nanoporous graphene [152]. The schematic is shown in 
Fig. 3j. Firstly, a total of 100 structures are randomly selected from the 
pool of all candidate structures and their thermal conductivities are 
computed by MD simulations. Based on these 100 training data, the 
prediction model is trained as the first generation surrogate prediction 
model. The first generation of the model is then applied to predict the 
thermal conductivities of all remaining structures and select new 100 
structures with the lowest thermal conductivities. The real thermal 
conductivities for these 100 new structures are calculated from MD 
simulations and these data are added into the training set, which is used 
to train the next generation of the prediction model. The convolutional 
neural network surrogate prediction model is updated iteratively like 
this until the optimal structures are searched out. These two strategies 
can avoid direct computational-expensive calculation and thus accel
erate the optimization process Fig. 3.k shows the average thermal con
ductivity of the top 100 structures in each generation during the inverse 
design optimized by a search scheme based on the model and random 
search. It is seen that the average thermal conductivity of the random 
search approach converges slowly. On the contrary, the search scheme 
based on the model quickly converges to true optimal value at the 7th 
generation. This work shows that the search scheme based on the model 
is able to find the structure of the lowest thermal conductivity more 
efficiently than the random search [152]. 

The introduced strategies above are still based on the optimization 
algorithms that are rule-based approaches including iterative searching 
case by case, such as genetic algorithms [89], Bayesian optimization 
[90], Monte Carlo tree search [91]. Numerical simulations are used in 
each step to compute the thermal property of candidates to help modify 
the searching process. The efficiency of these stochastic algorithms is 
limited by their random-search nature and hence is insufficient for 
complex design. Recently, a quite different design strategy has been used 
for the design of photonic structures, which is the deep neural 
network-based design [168–170]. As mentioned in Section 3.1, the 
neural networks can be used to establish the mapping from structural 
parameters and the property, which are often referred to as 
forward-modeling networks. In contrast, another type of neural network 

takes the property as the input and directly output the structure, which 
is referred to as inverse-design networks [168–170]. Typical deep 
learning architectures include multilayer perceptron [171], convolu
tional network [172], recurrent network [173], generative model [174], 
etc. These neural networks can discover useful information automati
cally from a huge amount of data and accomplish the design in a fraction 
of a second without needing any iterative optimization, in sharp contrast 
to physics- or rule-based approaches, which may be also suitable for the 
thermal transport property design. 

3.2.3. Applications of the machine learning search tool 
Owing to the efficient search, the optimization scheme is particularly 

suitable for material design as introduced in Section 3.2.1. In addition, 
the optimization scheme can also be helpful for the discovery of new 
physical mechanisms. For example, in Ref [85]., although lower thermal 
conductivity in the optimized random structure than periodic structures 
is expected, the authors studied the underlying mechanism of phonon 
transport in the optimal aperiodic superlattice. They statistically iden
tified local patterns that are important to reduce thermal conductivity. 
The local patterns in the optimal structure are weakly correlated, which 
can separately localize phonons at different frequency ranges [85]. The 
optimized aperiodic structure is formed by connecting those local pat
terns with or without overlaps that introduce constructive or destructive 
interference over broad phonon frequencies. In Ref. [56], the authors 
discovered two unexpected features of the optimization result. One is 
the lowest thermal conductivity occurs at a smaller average period in the 
aperiodic superlattice than in the periodic one. Through analysis, they 
explained that the location of the average period is the result of a 
tradeoff between interface density and space for randomizing the layer 
thicknesses. Another interesting phenomenon is the lowest thermal 
conductivity occurs at a moderate rather than maximum degree of 
randomness in the layer thickness. This is because an intermediate de
gree of randomness creates structures of small and large layer thick
nesses interspersed among each other, which is in favor of coherent 
phonon localization. In Ref. [153], even the outcome of higher thermal 
conductivity in the optimized random structure than in periodic struc
tures is unexpected and unguaranteed. Further, after knowing the 
optimal disordered structures, the authors investigated the mechanism 
that gives rise to the unexpected thermal conductivity enhancement in 
disordered structures. They inspected the four representative configu
rations: periodic configuration, two configurations with the highest 
thermal conductivity obtained from the genetic algorithm enabled 
two-step search, and also the configuration with lowest thermal con
ductivity (shown in Fig. 3g). They observed the significant influence of 
distribution uniformity of pore arrangement and accordingly proposed 
two structural parameters—shape factor and channel factor, to describe 
the characteristics of pore arrangement. The unexpected thermal con
ductivity enhancement in the unusual structures can be attributed to the 
large shape factor and channel factor that dominate over the phonon 
localization. In Ref. [150], the mechanism about unexpected enhance
ment of thermal conductivity of aperiodic superlattice is studied by 
analyzing the contribution of interfacial resistance. In periodic super
lattice, the relatively large layer thicknesses are above the coherence 
length of most phonons, as a result of which the contribution of coherent 
phonon transport to the thermal conductivity is quite low. However, in 
optimized aperiodic structures, some layers are reduced, which increase 
the coherent phonon contribution, and lower the apparent thermal 
resistance of the interfaces. Discovering exceptions is a route for 
advancing sciences but a challenging and risky process. Since it usually 
involves a well-thought hypothesis, numerous trials, and errors, but 
most often still ends with no success. The machine learning optimization 
scheme can discover small probability events to further enlighten the 
exploration of the intriguing physics behind. Using machine learning to 
challenge the accepted knowledge may become a routine approach in 
developing new physical mechanisms in the future. 
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4. Outlook 

Although advancements have been achieved, machine learning for 
thermal transport is still under development, in which outstanding 
challenges and great opportunities coexist. 

4.1. Small dataset 

Machine learning methods are of statistical nature and thus a large 
amount of data are required, as large as hundreds, thousands, or even 
millions to obtain accurate models [100]. The inaccessibility of training 
data not only hinders the learning of relationships but also deteriorates 
the capability of prediction in the unexplored domain. However, as 
mentioned in Section 3.1, the available data for thermal transport study 
are typically much smaller compared to other research fields, such as 
image processing and industrial manufacturing. Simply expanding the 
dataset is not only unpractical due to the high cost but also leads to a 
highly complex model, making it difficult to interpret the underlying 
physics [93]. One possible solution is to incorporate machine learning 
models with different fidelities. Compared to the high-fidelity data, the 
low-fidelity data could be obtained easily/cheaply and can still provide 
useful information. The multi-fidelity models can achieve the desired 
accuracy at a reasonable cost [175,176]. Another possible solution is to 
use the transfer learning technique [177,178]. In transfer learning, 
when there is limited training data for the target property, an interme
diate property, which holds physical connections with the target prop
erty, can be first pre-trained using available big data. The final 
prediction model for the target property can then be obtained by 
adjusting minor parameters in the pre-trained model using small 
training data. The above strategies are limited in the data-driven 
framework, which still requires labeled data. Embedding domain 
knowledge is another way to reduce data requirements. For example, 
physics-informed neural networks have been applied to approximate the 
physical governing equations, such as the Laplace equation [179], 
Boltzmann transport equation [180], Navier-Stokes equations [181]. In 
physics-informed neural networks, the physical governing equation is 
embedded as a constraint of the loss function. Thus, the solutions of the 
equation are learned in a physics-constrained manner without the need 
for any labeled training data. This data-free method provides new 
guidance for the small data in machine learning. The small dataset issue 
arises from the gap between “big data” that are required for the statis
tical nature of machine learning and “small data” that can only be 
collected for large costs. Therefore, the innovation in the way of learning 
knowledge from data and advancement in physics-based methods is 
more essential to tackle the issue of “small dataset”. 

4.2. Identify effective descriptors 

As reviewed before, for both predictive analytics and optimization, 
the impact of descriptors on the final results is obvious. However, 
finding the appropriate descriptors is nontrivial. When there is a pool of 
relevant descriptors, some strategies can be used to reduce the dimen
sion of the feature space and help identify the most representative de
scriptors, such as the least absolute shrinkage and selection operator 
[61], principal component analysis [182], and linear discriminant 
analysis [100]. However, in some cases, the representative capabilities 
of existing descriptors are not strong enough. There is often a lack of 
descriptors instead of “too many descriptors”. Therefore, it is significant 
to develop new descriptors, especially, physics-based descriptors [183]. 
Physics-based descriptors contain the physical mechanism and are thus 
powerful for taking advantage of the physical correlations. Furthermore, 
physics-based descriptors can help investigate the underlying physics 
and is also important for fundamental theoretical studies. Some works 
tried to develop proper descriptors for describing the thermal transport 
problems for specific systems [53,183]. Building physics-based 

descriptors is not easy, which requires expert knowledge of the studied 
problems. It is expected that more physics-based descriptors can be 
identified to help improve the effectiveness of establishing predictive 
models, searching, and optimization. 

4.3. Generate dataset from experiments and validate with experiments 

The major approach of combining machine learning methods and 
physics-based methods is to generate data through physical-based 
methods, and then use machine learning to learn the relationship be
tween quantities. Nowadays, most machine learning works focus on 
computational thermal transport due to ease and speed of investigation. 
Few studies combine machine learning with experimental studies. On 
the one hand, measuring thermal-physical properties is usually difficult 
and thus the experimental data is less accessible. On the other hand, 
experimental results usually lack consistency, caused by the sample 
differences in synthesis method, experimental conditions, which could 
increase uncertainties of the data. However, it is still meaningful to 
explore the potential applications of experiments in machine learning. 
One solution is to generate more experimental data by high-throughput 
experiments [184,185]. Another is to integrate experimental data with 
numerical data through data integration techniques, such as Extract, 
Transform, Load (ETL) [186,187]. The integrated data may improve 
data quality, provide a unified view of the studied system, and help gain 
more meaningful insights. Furthermore, hierarchical machine learning 
can be adopted, i.e., learning with numerical data and validation with 
experiments [85,163]. Generally, there are discrepancies between the 
simulation-based design and actual realization by experiment owing to 
practical issues in the fabrication process. How to use these predictions 
and optimizations from machine learning to guide the experiments or 
produce the actual realization of material with desired thermal transport 
properties deserves more attention. In the future, we suggest that 
experimental constraints and uncertainties can be considered at the 
stage of machine learning prediction and optimization. In this way, 
there is a better chance the machine learning results may be validated. 
Nevertheless, experimental validation is critical for machine learning 
research to make a real impact. 

4.4. Discover new physics 

Even with many successful applications, few new fundamental 
mechanisms have been discovered and thus it is difficult to say there are 
sufficient breakthroughs in employing machine learning to advance our 
understanding of thermal transport fundamentals. We view it as both a 
current challenge but also ample future opportunities in this aspect. The 
real question is what machine learning can help us discover that we 
cannot without machine learning. With the further integration of these 
two fields, we hope machine learning can be better combined with a 
physics-based method to solve real challenges in current technologies. 
We suggest the opportunity may be in finding new physics. Scientific 
history has taught us that science has often been advanced by discov
ering exceptions, such as the discovery of Raman scattering [188], 
which is an inelastic scattering and a rare event as compared to the 
known elastic scattering at that time. The outliers or the 
small-probability events usually contain new physics to be discovered. 
The outliers stay near the boundaries, while the general case is that we 
have no or little data near the boundaries. Therefore, it needs induction 
from those interpolative data points to extrapolative data points to 
discover new physics. The current machine learning methods seem to be 
weakly capable of doing extrapolation. With the advancement of algo
rithms, this problem may be resolved. If machine learning can help us 
discover new physics in a more systematic manner and without relying 
on human intuition, it will bring huge potential for thermal transport. 
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5. Summary 

In this perspective, we focus on the recent progress of machine 
learning-aided thermal transport studies from the aspects of prediction 
and optimization. We provide our own perspectives about the advan
tages of machine learning methods in comparison to physics-based 
methods. The machine learning prediction methods can serve as surro
gate models and perform better than the physics-based analytical model 
for predicting the thermal transport properties. On the other hand, 
machine learning optimization algorithms can serve as a search tool for 
optimal structures of desired thermal transport properties, with superior 
effectiveness compared to random search or tuning based on intuition. 
Furthermore, we discuss how to improve the accuracy of prediction 
models by collecting more data, selecting representative descriptors, 
and suitable learning algorithms accounting for the complexity of the 
problem and the size of the accessible data. We also summarize possible 
solutions to improve the design efficiency through a hierarchical opti
mization process or building a prediction surrogate model as a substitute 
for computational expensive numerical simulations in the iterative 
search. Finally, we outline several challenges and opportunities in better 
utilizing machine learning-based methods to advance the thermal 
transport research, including developing machine learning methods 
suitable for the small dataset of the thermal transport field, discovering 
effective physics-based descriptors, generating dataset from experi
ments and validating machine learning results with experiments, and 
making breakthroughs via discovering new physics. 
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[95] Bedolla E, Padierna LC, Castañeda-Priego R. Machine learning for condensed 
matter physics. J Phys Condens Matter 2020;33(5):053001. 

[96] Carleo G, Cirac I, Cranmer K, Daudet L, Schuld M, Tishby N, Vogt-Maranto L, 
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